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CLASSICAL DIPOLES 
Part 1 
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•  From the source terms in the inhomogeneous wave equation 

Where does radiation come from? 

•  In the monochromatic case  

For which source current distribution j(r) should 
we solve this equation? 
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The Green function 

Field distribution 
(desired) 

Source term (given) Differential operator (given) 
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Green function solves operator L for δ-source  



The Green function 
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Green function solves operator L for δ-source  

In matrix form: 



What is so awesome about G? 
B is given, A is sought 

Knowing G, we can 
calculate the field A for 
any source B! 
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What is so awesome about G? 
B is given, A is sought 

Knowing G, we can 
calculate the field A for 
any source B! 

δ-function is mother of all source terms! 
δ-source is the impulse, Green function the impulse 
response (in space) 
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What is so awesome about G? 
B is given, A is sought 

Knowing G, we can 
calculate the field A for 
any source B! 

δ-function is mother of all source terms! 
δ-source is the impulse, Green function the impulse 
response (in space) 

So we need δ-current distribution here! 

Back to the wave equation: 
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What is 
that? 



The oscillating dipole 

An oscillating dipole is a point-like time-harmonic current 
source. 

Harmonic time dependence:
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The Green function of the wave equation 

With G we can calculate the field distribution E of any 
current distribution j! 
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For dipole: 
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The Green function of the wave equation 



The Green function for free space 

In cartesian coordinates and in a linear, homogeneous and isotropic 
medium: 

with 
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Dipole fields 
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Wikipedia.org 
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Power radiated by a dipole in free space 

We calculated the power radiated by a dipole in 
free space by integrating the Poynting vector flux 
through a large sphere 
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The Green function in an inhomogeneous 
environment 

Split Green function of a 
complex photonic system into 
the “free-space part” and a 
“scattered part”.  
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Inhomogeneity 

Primary field (G0) 
scattered field (Gs) 

source 
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Scatterer/absorber 

Reflecting surface 

? 
We could 
•  Make a huge sphere enclosing everything and integrate 

Poynting vector 
•  Make a very small sphere enclosing only the dipole and 

calculate the net Poynting flux  
Both approaches are costly since we 
•  Need to perform integrations 
•  Might not be able to enclose the entire system 
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Power radiated in an inhomogeneous environment 
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Scatterer/absorber 

Reflecting surface 
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•  Make a huge sphere enclosing everything and integrate 

Poynting vector 
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Power radiated in an inhomogeneous environment 
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Is there an easier way? 



Power radiated by a dipole 

Scatterer/absorber 

Reflecting surface 

The energy radiated by a dipole equals the work done 
by the dipole’s own field on the dipole itself! 
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Power radiated by a dipole 

Scatterer/absorber 

Reflecting surface 

Radiated power is 
proportional to the 
local density of 
states (LDOS) 
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Power radiated by a dipole in free space 

Radiated power is 
proportional to the 
local density of 
states (LDOS) 

In homogeneous medium: 

Same result as by 
integration of Poynting 
vector 
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Power radiated by a dipole in free space 

Radiated power is 
proportional to the 
local density of 
states (LDOS) 

In homogeneous medium: 

Same result as by 
integration of Poynting 
vector 
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Power radiated by a dipole in an inhomogeneous environment 

Via the local density of states (LDOS) 
•  Radiated power depends on location of source within 

its environment 
•  Radiated power depends on frequency of source 
•  Radiated power depends on orientation of source 

The LDOS can be interpreted as a radiation resistance 
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Power enhancement provided by a photonic system 

Normalize emitted power to power emitted in free space: 

Depending on the sign (phase) of the scattered field 
returning to the dipole, it enhances or suppresses power 
dissipation. 
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Power enhancement provided by a photonic system 

Normalize emitted power to power emitted in free space: 

Depending on the sign (phase) of the scattered field 
returning to the dipole, it enhances or suppresses power 
dissipation. 
Warning: The term LDOS (enhancement) is used 
sloppily to refer to 
 
and more  
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Radiation-matter interaction 
 
Classical dipoles 
•  Dipole radiation 
•  Power radiated by a classical dipole in an inhomogeneous 

environment 
•  The local density of optical states (LDOS) 

Quantum emitters 
•  Lifetime of quantum emitters 
•  Fluorescence lifetime measurements 
•  Fermi’s Golden Rule and decay rate engineering 
•  Examples: Microcavities, Optical antennas 
•  The second order correlation function 
•  Resonant energy transfer 
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QUANTUM EMITTERS 
Part 2 
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Quantum emitters 

Radiating source up to GHz:  

Wikimedia; Emory.edu 

Radiating sources at 1000 THz (visible):  

Quantum dots Dye molecules Atoms 
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Quantum emitters 

Radiating sources at 1000 THz (visible):  

Quantum dots Dye molecules Atoms 

10 eV 1 eV 100 meV 
kT Ry 

ionizing Thermal noise 

LIFE 

“Visible optics” à E ~ 1 eV à  λ ~ 1µm, “sub-λ optics” is “Nano-Optics” 
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Quantum emitters 

Radiating sources at 1000 THz :  

Quantum dots Dye molecules Atoms 

•  Optical emitters have discrete level 
scheme (in the visible) 

•  Let’s focus on the two lowest levels 
•  How long will the system remain in 

its excited state? 
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Quantum emitters 

Probability to find the system in the 
excited state decays exponentially with 
rate γ. 

How can we measure the population of 
the excited state? 
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Fluorescence lifetime measurements 

The probability to detect a photon at time t is 
proportional to p(t)! 
1.  Prepare system in excited state with light 

pulse at t=0 
2.  Record arrival time of photon at t 
3.  Repeat experiment many times 
4.  Histogram arrival times 

detector 
molecule t1 t2 t3 
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Fluorescence lifetime measurements 

The probability to detect a photon at 
time t is proportional to p(t)! 
1.  Prepare system in excited state 

with light pulse at t=0 
2.  Record arrival time of photon at t 
3.  Repeat experiment many times 
4.  Histogram arrival times 

detector 
molecule t1 t2 t3 
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(Digression) Fluorescence decay cannot be  
strictly exponential 

Why not? 
 
Because exponential decay arises from a Lorentzian lineshape. 
 
 
 
 
 
 
But the spectrum of a real system is never truly Lorentzian for all E. 
⇒  Decay turns into a power law for long times. 

 

p(t) =

Z
e�(iEt/~) !(E) dE
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(Digression) Fluorescence decay cannot be  
strictly exponential 

Violation of the Exponential-Decay Law at Long Times

C. Rothe, S. I. Hintschich, and A. P. Monkman
Department of Physics, University of Durham, Durham, DH1 3LE, United Kingdom

(Received 4 July 2005; published 26 April 2006)

First-principles quantum mechanical calculations show that the exponential-decay law for any meta-
stable state is only an approximation and predict an asymptotically algebraic contribution to the decay for
sufficiently long times. In this Letter, we measure the luminescence decays of many dissolved organic
materials after pulsed laser excitation over more than 20 lifetimes and obtain the first experimental proof
of the turnover into the nonexponential decay regime. As theoretically expected, the strength of the
nonexponential contributions scales with the energetic width of the excited state density distribution
whereas the slope indicates the broadening mechanism.

DOI: 10.1103/PhysRevLett.96.163601 PACS numbers: 42.50.Xa, 42.50.Fx

Within the first-principles treatment of the decay of a
metastable state Schrödinger’s equation links the probabil-
ity amplitude, p!t", to the energy distribution density,!!E"
[1],

p!t" #
Z
e$!iEt=@"!!E"dE: (1)

For example, taking!!E" as a Lorentzian function for all E
yields the well-known exponential decay at all times.
However, in real physical systems, !!E" must always
have a lower limit, which is, for example, associated with
the rest mass of scattering particles. Similarly, the energy
of the emitted photon in luminescent materials cannot be
negative, which implies a lower bond for the energetic
distribution spectrum !!E" at E # 0. Dating back as early
as 1958, Khalfin first showed that this ‘‘semifiniteness’’ of
!!E" implies that the magnitude and the phase of p!t" are
connected with each other by integral relations, i.e., both
cannot be chosen independently [1]. It turns out that,
independent of the exact form of !!E", a true exponential
function cannot fulfill these integral equations, but that the
decay of any metastable state eventually must proceed
more slowly. Finally, knowledge of only jp!t"j2, i.e., the
real decay kinetics, for all times allows one to analytically
calculate !!E". The relative intensity of the nonexponen-
tial contributions is fully determined by the value of the
energy distribution density at the cutoff energy of !!E".
Consequently, the nonexponential decay contribution is
minor for an energy distribution density with small width
compared to the difference between the cutoff energy and
the center of !!E", i.e., for processes with a large energy
release and simultaneously narrow spectrum one would
only observe the exponential mode. In turn, the value of
!!E" at the cutoff energy is large for broad density dis-
tributions with small energy release leading to early non-
exponential contributions. Finally, no exponential decay at
all is expected in the extreme case where the width, !, of
!!E" becomes comparable or larger relative to the released
energy [2–4].

Experimental searches for such deviations from the ex-
ponential law have mainly focused on decays of radioac-
tive isotopes [5]. Unfortunately, in view of the above
conditions on E and !, such systems are in fact not suitable
at all because the released energy is very large (E%MeV)
compared to the width of the energy distribution (!<
10$9 eV). For the radioactive isotope 60Co, Norman
et al. observed the decay out to 30 exponential lifetimes,
whereas theoretically the deviation from exponential decay
is expected at signal intensities of order 10$60 of the initial
intensity corresponding to 140 lifetimes [5]. More recently,
theoretical effort has been directed to a range of atomic
states including spontaneous photon emission [6], or auto-
and photoionizing states with very small release energies
(E% 0:01 eV) [7]. A common feature for all these atomic
systems are the well-defined energy levels, exhibiting only
homogeneous broadening, accompanied by (nearly)
Lorentzian line shapes and exponential lifetimes that are
inversely proportional to the width of the energetic state
distribution, ! # @=!. Though such pure systems may
theoretically be accessible using coherent wave functions,
when it comes to experimental confirmation, the predicted
deviations from exponential decay either occur at immeas-
urable low signal levels, or for the more exotic atomic
states are too difficult to observe.

Instead of small E, one may alternatively look at systems
with large !. As an example this is achieved if the meta-
stable state exchanges small amounts of energy with a
surrounding bath. The width of the decaying state increases
with increasing coupling to the bath leading to an earlier
turnover into nonexponential decay, which has been nicely
shown by Onley and Kumar by means of an exactly soluble
system [3]. Another decaying system that couples to a bath
is photon emission of dissolved (i.e., isolated) organic
molecules, which are studied here. To start with, the ex-
cited states in such systems are localized (excitonic), the
energy released during the transitions is comparably low
(E% 2 to 3 eV), and, by using short laser pulses the
excitation can be achieved in a time much shorter than
the exponential lifetime. Likewise for atomic systems, in
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theoretical description of dissolved organic molecules are
extremely complex and no easy expression is yet known
that relates the shape and position of the DOS to the
turnover time between exponential and algebraic mode
and the slope of the algebraic contribution. Nevertheless,
for the exactly soluble systems, i.e., particle scattering,
etc., that have theoretically been studied it is found that
broad transitions (relative to the released energy) result in
early relative turnover times: [1–4,11]

!turnover

!
! log

!
E
!

"
: (2)

Given the lack of an exact expression for organic systems,
we shall nevertheless qualitatively discuss whether Eq. (2)
can justify our observations. However, the situation is
further complicated. As a consequence of the numerous
overlapping vibrational and rotational transitions, for or-

ganic molecules, ! is not directly accessible so we cannot
test Eq. (2) directly. On the other hand !, !turnover, and E
can accurately be measured and we may use Eq. (2) to
compute relative widths, which are given in the last column
of Table I. These values should linearly depend on the real
width of the excited state and as such allow for a qualitative
comparison of the different materials investigated here.

Relatively low intensities of the nonexponential contri-
butions (i.e., late turnovers, narrow width) are generally
observed for small molecules including the laser dyes
Coumarin 450 and 500, Rhodamine 6 G, the fluorene
oligomer with three repeat units and anthracene. Here,
the main contribution to the broadening of !"E# is caused
by the solvent. Because of its nonrigid structure, ring
torsions will additionally add to the value of ! for the laser
dye 2,5-bis(4-biphenyl) oxazole (BBO), which explains its
larger width compared to the other dyes. The turnover
ratios are significantly reduced from !17 for the rigid
small molecules to 11 in case of the long conjugated poly-
mer polyfluorene, which translates into approximately
20 times stronger nonexponential contributions. Essen-
tially this situation is shown in Fig. 2. Besides the matrix
effects of the solvent, !"E# of these long conjugated
polymers is additionally broadened by the variation in
effective conjugation length, which is intrinsically limited
and much shorter than the length of the molecule.
Illuminating in this context is the behavior of the three
members of the fluorene family having different numbers
of repeat units (n $ 100, n $ 10, n $ 3) otherwise being
chemical identical. As the length of the molecule increases,
i.e., the confinement of the excited state decreases, the
intensity of the nonexponential decay contributions in-
creases. An exception within the long conjugated polymers
is polyspirobifluorene [12]. Here the turnover into alge-
braic decay already occurs after less than nine exponential
lifetimes have passed, which translates into roughly 10
times stronger nonexponential emission contributions
compared to common conjugated polymers such as poly-

TABLE I. Decay characteristics of a range of dissolved materials. Given are the exponential lifetimes (!), the crossover times
(!crossover) relative to !, the exponent of the nonexponential decay contribution, and a relative width computed using Eq. (2).

Organic material ! (ns) E (eV) !turnover=! Algebraic exponent Relative width ! "10%6 eV#
Polyspirobifluorene 2.1 3.0 8.6 %2:08 552
Polyfluorene, n $ 100 0.35 3.0 11.1 %2:26 45
Polyfluorene, n $ 10 0.43 3.0 12.7 %2:46 9.1
Polyfluorene, n $ 3 0.64 3.1 14.7 %2:68 1.3
Ir"ppy#3, frozen solution 3000 2.4 13.0 %2:1 5.4
Ir"ppy#3 933 2.4 13.2 %2:1 4.4
PtOEP, frozen solution 120 000 1.9 15.0 %4:0 0.58
Anthracene 3.6 3.2 14.7 %4:07 1.3
BBO 0.96 3.2 14.7 %2:8 2.4
Coumarin 450 3.6 2.9 16.4 %2:9 0.22
Rhodamine 6G 3.9 2.3 17.5 %3:5 0.058
Coumarin 500 5.0 2.7 17.4 %2:5 0.075
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FIG. 2 (color). Corresponding double logarithmic fluorescence
decays of the emissions shown in Fig. 1. Exponential and power
law regions are indicated by solid lines and the emission inten-
sity at time zero has been normalized.
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Calculation of decay rate γ



Fermi’s Golden Rule: 

Initial state (excited atom, no photon): 

Final state (de-excited atom, 1 photon in state k at frequency omega): 
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Calculation of decay rate γ



Fermi’s Golden Rule: 

Initial state (excited atom, no photon): 

Final state (de-excited atom, 1 photon in state k at frequency omega): 

Sum over final states is sum over photon states (k) at transition frequency ω. 

Atomic part:  
transition dipole moment (quantum) 

Field part:  
Local density of states (classical) 
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Decay rate engineering 

Emitter 
Transition dipole moment: 
Wave function engineering 
by synthesizing molecules, 
and quantum dots 
 
Chemistry, material science 
 

Environment 
LDOS: Electromagnetic mode 
engineering by shaping 
boundary conditions for 
Maxwell’s equations 
 
Physics, electrical engineering 
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Rate enhancement – quantum vs. classical 

Transition dipole moment is NOT classical dipole moment, but 

Classical electromagnetism CANNOT make a statement about the 
absolute decay rate of a quantum emitter. 
BUT: Classical electromagnetism CAN predict the decay rate 
enhancement provided by a photonic system as compared to a 
reference system. 
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Spontaneous emission control – Why? 
1.  Because it is awesome! 

2.  Some people like bright sources. Increase photon production rate 
of emitter by LDOS enhancement. 

3.  Some people like efficient sources. Increase quantum efficiency of 
emitter by LDOS enhancement.  

 

4.  Some people like to investigate the excited states of quantum 
emitters. Increase lifetime of excited state by LDOS reduction. 
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Drexhage’s experiments (late 1960s) 

Mirror 

Eu3+ 

d 

First observation of the local (!) character of the 
DOS! 
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Drexhage’s experiments (late 1960s) 

Mirror 

Eu3+ 

d 

First observation of the local (!) character of the 
DOS! 
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How did he come 
up with that? 



The Purcell effect 

Look at modes in 
rectangular box with 
perfectly reflecting walls.  
Let box size go to infinity 
to approximate free 
space. 
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The Purcell effect 

The Purcell factor is the maximum rate enhancement provided by a 
cavity given that the source is 
 
1.  Located at the field maximum of the mode 
2.  Spectrally matched exactly to the mode 
3.  Oriented along the field direction of the mode 

Caution: Purcell factor is only defined for a cavity. The concept of the 
LDOS is much more general and holds for any photonic system. 
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Micro-cavities in the 21st century - micropillars 

Vahala, Nature 424, 839 
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Micro-cavities in the 21st century – photonic crystals 
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Antennas – resonators with engineered radiation loss 
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Nanoparticles: resonators at optical frequencies 
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100 nm Au particle 

“damping” 

nanoparticle 

•  Metal nano-particles show resonances in the visible 
Lycurgus Cup (glass 
with metal nano-
particles): 
Green when front lità 
ß Red when back lit 

How does 
that work? W

ik
ip

ed
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Optical antennas 
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Molecule (λem~600nm) 

Kühn et al., PRL 97, 017402 (2006) Au particle 
(80nm diam.) 

Anger et al., PRL 96, 113002 (2006) 

•  Metallic nanoparticles can act as “antennas” and 
boost decay rate of quantum emitters in their 
close proximity 

•  Effect confined to length scale of order λ/10 
 



Optical antennas – an intuitive approach 

•  Assume an oscillating dipole close to a polarizable particle 
•  Assume that particle is small enough to be described as dipole 
•  Assume distance d<<λ, near field of source polarizes particle  
•  If polarizability α is large, antenna dipole largely exceeds source 

dipole 
•  Radiated power dominated by antenna dipole moment 
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source 

- 
+ 
+ 
+ - 

- 

antenna 

Optical antenna is a dipole moment booster! 

α 

d 



Optical antennas – a cleaner derivation 

•  Field at source is primary field + field generated by induced antenna 
dipole 

•  Assume source is close to particle (near-field terms dominate) 
•  Close to source ReG along dipole axis diverges as 1/d³, ImG is 

constant 
www.photonics.ethz.ch 54 

Calculate rate enhancement via power enhancement 

A=const. 

Source 
@ r0  

- 
+ 
+ 
+ - 

- 

Antenna 
@ rant  

α 

d 



Optical antennas – a cleaner derivation 
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Source 
@ r0  

- 
+ 
+ 
+ - 

- 

Antenna 
@ rant  

α 

d 
Calculated rate enhancement (equals power 
enhancement): 

•  Rate enhancement goes with the imaginary part 
of polarizability 

•  Rate enhancement goes with inverse source-
antenna distance d-6  



Optical antennas for directional photon emission 
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Driven element 
Passive scatterers 

emission 

Yagi and Uda (1920s) 

Scale down size, scale up frequency 

106 

Curto et al., Science 329, 930 (2010) 

emission 

Quantum emitter 

Metal nanoparticles 

R
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•  Optical antennas allow control of 
directionality of light emission for 
quantum emitters 

 
•  Antenna is photonic environment 

that offers a large density of states 
with specific k-vector 

 



The electrodynamic polarizability 

•  Static polarizability: induced dipole moment due to static E-field 
•  Dynamic case: additional field generated by induced dipole moment 
•  Define effective electrodynamic polarizability “dressed” with Green function 
•  ReG0 diverges at origin! Fact that we describe the scatterer as a 

mathematical point backfires. Need to fit experimentally found resonance 
frequency. 

•  ReGs shifts resonance frequency depending on environment. 
•  ImG represents radiation damping term: essential for energy 

conservation 
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The electrodynamic polarizability 

•  Above formula is a recipe to amend any electrostatic 
polarizability α0 with a radiation damping term to ensure 
energy conservation 

•  Electrodynamic polarizability depends on position within 
photonic system 

•  Radiation correction small for weak scatterers (small α0) 
•  Radiation correction significant for strong scatterers (large α0) 
•  Limit of maximally possible scattering strength 
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Drexhage’s experiment with a scatterer 

•  Metal nanoparticle on a scanning probe close to a reflecting 
substrate 

•  Measure width of scatterer’s resonance as a function of distance 
to substrate 
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Buchler et al., PRL 95, 063003 (2005) 
Scatterer (metal nanoparticle) 

(weak) mirror 



Drexhage’s experiment with a scatterer 

•  Spectral width of scattering cross section (i.e. damping) can be 
tuned by changing scatterer-mirror distance 

•  LDOS determines damping rate of scatterer 
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Buchler et al., PRL 95, 063003 (2005) 
Scatterer (metal nanoparticle) 

(weak) mirror 



The Hanbury Brown-Twiss experiment 

•  Beam of light impinging on a 50/50 beamsplitter (BS) 
•  Record intensity I(t) in each arm after BS 
•  Calculate normalized cross correlation between 

signals I1 and I2  
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50/50 beamsplitter I1(t) 

I2(t) 



The second order correlation function 

•  Beam of light impinging on a 50/50 beamsplitter (BS) 
•  Record intensity I(t) in each arm after BS 
•  Calculate normalized cross correlation between 

signals I1 and I2  
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50/50 beamsplitter I1(t) 

I2(t) 



Intensity autocorrelation - the classical case 

•  Beam of light impinging on a 50/50 beamsplitter (BS) 
•  Record intensity I(t) in each arm after BS 
•  For a classical field I1(t) = I2(t), so g(2) is intensity  

autocorrelation 
•  For long delay times  
•  Correlation at zero delay 
•  global maximum at zero delay  
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50/50 beamsplitter I1(t) 

I2(t) 
1 

τ



Intensity autocorrelation - the coherent case 

•  Perfectly monochromatic field  
•  Intensity is therefore 
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50/50 beamsplitter I1(t) 

I2(t) 
1 

τ

laser 



Intensity autocorrelation - the chaotic case 

•  Collection of sources 
•  Random phases 
•  Gaussian distribution of emission frequencies 
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50/50 beamsplitter I1(t) 

I2(t) 

τ

1 



Counting photons – coherent case 

•  ni(t) is the number of photons on detector i at time t 
•  Interpret g(2)(τ) as the probability of detecting a photon on 

detector 2 at t= τ given that a photon was detected on detector 1 
at  t=0 

•  g(2)(τ) = 1 means that photons arrive with Poissonian distribution 
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50/50 beamsplitter I1(t) 

I2(t) 
1 

τ



Counting photons – chaotic case 

•  ni(t) is the number of photons on detector i at time t 
•  Interpret g(2)(τ) as the probability of detecting a photon on 

detector 2 at t= τ given that a photon was detected on detector 1 
at  t=0 

•  g(2)(τ=0) > 0 means that photons tend to arrive in bunches 
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50/50 beamsplitter I1(t) 

I2(t) 
1 

τ



Counting photons – a single quantum emitter 

•  Assume source is a single emitter 
•  Single emitter can only emit one photon at a time 
•  If there is a photon on D1 there cannot be a photon on D2 à 

antibunching 
•  Photon antibunching is at odds with classical electromagnetism 
•  g(2)(τ=0) = 0 is the signature of a single photon source 
•  What determines the rise time of g(2)(τ)? 
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Intensity correlations – counting single photons 

•  How do you know your emitter is a single photon source? 
   
   For n emitters: 

•  How does the lifetime show up in the correlation function? 
Rise time is lifetime in the case of weak pumping. 
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Intensity correlations – summary  

•  Second-order correlation function measures temporal intensity 
correlation 

•  Bunching: photons tend to “arrive together”, classically allowed/
expected 

•  Antibunching: photons tend to “arrive alone”, classically forbidden 
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                                  “Superbunching” 
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We investigate the arrival statistics of Stokes (S) and anti-Stokes (aS) Raman photons generated in thin diamond
crystals. Strong quantum correlations between the S and aS signals are observed, which implies that the two proc-
esses share the same phonon; that is, the phonon excited in the S process is consumed in the aS process. We show
that the intensity cross-correlation g!2"S;aS!0", which describes the simultaneous detection of Stokes and anti-Stokes
photons, increases steadily with decreasing laser power and saturates at very low pump powers, implying that the
number of Stokes-induced aS photons is comparable to the number of spontaneously generated aS photons.
Furthermore, the coincidence rate shows a quadratic plus cubic power dependence, indicating the generation
of multiple S photons per pulse at high powers. © 2015 Optical Society of America
OCIS codes: (290.5860) Scattering, Raman; (190.4180) Multiphoton processes; (270.5290) Photon statistics;
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Raman scattering, typically used to probe the vibrational
modes of a system, can also create correlated Stokes–
anti-Stokes photon pairs in bulk solids such as diamond
[1–3] or in gases such as Cesium [4,5] or Rubidium vapor
[6–8]. In the uncorrelated regime, both Stokes (S) and
anti-Stokes (aS) intensities are linear with excitation
laser power, i.e., a single laser photon spontaneously
scatters into a single S or aS photon [see Fig. 1(a)].
However, if the phonon energies are high enough that
the thermal phonon occupation is low, the spontaneous
aS process is rare and correlations between S and aS
photon generation set in [see in Fig. 1(b)]. In this case,
we expect that the aS intensity depends on the squared
excitation laser power, since one laser photon creates
the phonon in the S process, and another laser photon
scatters from the phonon in the aS process [9,10].
Recent work has shown theoretically and experimentally
that the Stokes-generated phonon (or spin wave, for
Cesium [4,5] and Rubidium vapors [6–8]) acts as a quan-
tum memory, where the S and aS signals act as write and
read commands [1–3,9]. In parallel, research in photon
pairs produced through four-wave mixing (FWM) in
optical fibers has shown highly nonclassical correlations
[11,12], analogous to studies in spontaneous parametric
down-conversion (SPDC) [13,14]. Entanglement between
photon pairs generated through FWM in Rubidium va-
pors has also been demonstrated [15]. However, whereas
SPDC and FWM are broadband processes, here the S and
aS energies are determined by the phonon energy. The
Stokes–anti-Stokes (SaS) process is thus a version of co-
herent anti-Stokes Raman scattering (CARS) in which the
beam at the S wavelength is generated spontaneously in
the material.
In Lee et al., nonclassical correlations between S and

aS photons in diamond were observed, but superbunch-
ing was never achieved, and the correlations were ob-
served for only a single pump power [1]. In this Letter,
we report the generation of highly nonclassical photon
superbunching in diamond at low excitation powers
and analyze Stokes–anti-Stokes photon correlations as
a function of pump power. Our data reveal the range

of conditions under which Stokes-induced anti-Stokes
scattering (SaS) can be used to generate correlated
photons in diamond. This information is useful for de-
signing efficient phonon-based quantum memories and
heralded single-photon sources for quantum communica-
tion. Contrary to FWM in optical fibers [11] and SPDC
in nonlinear crystals [13], we observe a saturation of
Stokes–anti-Stokes correlations at very low intensities.

Here we measure Stokes and anti-Stokes photons in
diamond as a function of laser power PL. Our setup
for measuring correlations between S and aS photons
is illustrated in Fig. 2(a). The excitation wavelength is
λ # 785 nm from a Ti:Sapph laser, and the Stokes and
anti-Stokes photons appear at the wavelengths λS #
877 nm and λaS # 711 nm, respectively, as defined by the
phonon frequency of 1332 cm−1 in diamond [1]. The
duration of the excitation laser pulses is τ # 130 fs, with
a repetition rate of Δf # 76 MHz. The sample is a free-
standing 50-μm-thick diamond crystal, suspended over
a 3-mm-diameter hole in a 1.5-mm-thick quartz substrate.
As shown in Fig. 2(b), the S signal shows a linear power
dependence, whereas the aS signal exhibits a quadratic
power dependence at high intensities, as predicted for

Fig. 1. Schematic representation of Stokes (S) and anti-Stokes
(aS) Raman scattering. (a) Uncorrelated (i.e., spontaneous) S
and aS processes (S & aS). The phonons responsible for the
aS process are generated thermally. (b) Anti-Stokes photons
can also be generated by the phonons created through the
Stokes process. Stokes photons and Stokes-induced anti-
Stokes (SaS) photons become correlated.
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anti-Stokes (aS) intensities are linear with excitation
laser power, i.e., a single laser photon spontaneously
scatters into a single S or aS photon [see Fig. 1(a)].
However, if the phonon energies are high enough that
the thermal phonon occupation is low, the spontaneous
aS process is rare and correlations between S and aS
photon generation set in [see in Fig. 1(b)]. In this case,
we expect that the aS intensity depends on the squared
excitation laser power, since one laser photon creates
the phonon in the S process, and another laser photon
scatters from the phonon in the aS process [9,10].
Recent work has shown theoretically and experimentally
that the Stokes-generated phonon (or spin wave, for
Cesium [4,5] and Rubidium vapors [6–8]) acts as a quan-
tum memory, where the S and aS signals act as write and
read commands [1–3,9]. In parallel, research in photon
pairs produced through four-wave mixing (FWM) in
optical fibers has shown highly nonclassical correlations
[11,12], analogous to studies in spontaneous parametric
down-conversion (SPDC) [13,14]. Entanglement between
photon pairs generated through FWM in Rubidium va-
pors has also been demonstrated [15]. However, whereas
SPDC and FWM are broadband processes, here the S and
aS energies are determined by the phonon energy. The
Stokes–anti-Stokes (SaS) process is thus a version of co-
herent anti-Stokes Raman scattering (CARS) in which the
beam at the S wavelength is generated spontaneously in
the material.
In Lee et al., nonclassical correlations between S and

aS photons in diamond were observed, but superbunch-
ing was never achieved, and the correlations were ob-
served for only a single pump power [1]. In this Letter,
we report the generation of highly nonclassical photon
superbunching in diamond at low excitation powers
and analyze Stokes–anti-Stokes photon correlations as
a function of pump power. Our data reveal the range

of conditions under which Stokes-induced anti-Stokes
scattering (SaS) can be used to generate correlated
photons in diamond. This information is useful for de-
signing efficient phonon-based quantum memories and
heralded single-photon sources for quantum communica-
tion. Contrary to FWM in optical fibers [11] and SPDC
in nonlinear crystals [13], we observe a saturation of
Stokes–anti-Stokes correlations at very low intensities.

Here we measure Stokes and anti-Stokes photons in
diamond as a function of laser power PL. Our setup
for measuring correlations between S and aS photons
is illustrated in Fig. 2(a). The excitation wavelength is
λ # 785 nm from a Ti:Sapph laser, and the Stokes and
anti-Stokes photons appear at the wavelengths λS #
877 nm and λaS # 711 nm, respectively, as defined by the
phonon frequency of 1332 cm−1 in diamond [1]. The
duration of the excitation laser pulses is τ # 130 fs, with
a repetition rate of Δf # 76 MHz. The sample is a free-
standing 50-μm-thick diamond crystal, suspended over
a 3-mm-diameter hole in a 1.5-mm-thick quartz substrate.
As shown in Fig. 2(b), the S signal shows a linear power
dependence, whereas the aS signal exhibits a quadratic
power dependence at high intensities, as predicted for

Fig. 1. Schematic representation of Stokes (S) and anti-Stokes
(aS) Raman scattering. (a) Uncorrelated (i.e., spontaneous) S
and aS processes (S & aS). The phonons responsible for the
aS process are generated thermally. (b) Anti-Stokes photons
can also be generated by the phonons created through the
Stokes process. Stokes photons and Stokes-induced anti-
Stokes (SaS) photons become correlated.
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the SaS process illustrated in Fig. 1(b) [10]. At low
powers, on the other hand, the spontaneously generated
aS process is comparable to the SaS process, and hence
the aS signal deviates from the quadratic dependence.
We also record histograms of the difference in arrival

times between S and aS photons. The S and aS photons
are detected at a pair of APDs in free space, and we send
the APD pulses to the “start” and “stop” inputs of a com-
mercial time-correlated single-photon counting (TCSPC)
system. A representative coincidence histogram is shown
in Fig. 3(a). The coincidence rate is calculated by divid-
ing the coincidence counts at time delay Δt ! 0 by the
measurement time, where Δt represents the difference
in arrival times between the S and aS photons. Thus
Δt ! 0 represents the simultaneous arrival of one Stokes
and one anti-Stokes photon, within the experimental bin-
ning time of 4 ps. The accuracy of the measurement is
limited by the timing uncertainty (≲50 ps) of the APDs.
The coincidence rate can be written in terms of prob-

abilities of generating Stokes and anti-Stokes photons.
The product rule allows the probability of measuring a
Stokes–anti-Stokes pair P"S; aS# to be rewritten as

P"S; aS# ! P"aSjS#P"S# ! P"SjaS#P"aS#; (1)

where P"aSjS# denotes the conditional probability of
detecting an anti-Stokes photon given that a Stokes pho-
ton has already been detected, and similarly for P"SjaS#

[1]. P"S# and P"aS# are the unconditional probabilities
for detecting Stokes and anti-Stokes photons. The two
primary contributions to the total coincidence rate are
from the Stokes-induced aS [Pcorr, due to correlated
coincidences shown in Fig. 3(b)] and spontaneously
generated aS [Pacc, due to accidental coincidences
shown in Fig. 3(c)]. Note that the accidental coinciden-
ces are independent of time delay, i.e., the probability of
Fig. 3(c) is equal to that of Fig. 3(e), and similarly for
Figs. 3(d) and 3(f). In the absence of thermal phonons,
P"SjaS# is given by the collection and detection
efficiency ηS at the Stokes frequency [9]. In other words,
detection of an anti-Stokes photon requires that a Stokes
photon was created, though it may be undetected. The
power dependence of the coincidences is therefore
determined by the power dependence of the anti-Stokes
signal, that is, Pcorr"S; aS# ! ηSP"aS#. In the absence of
thermal phonons, the anti-Stokes signal scales quadrati-
cally with laser power PL (see Fig. 2) and hence
Pcorr"S; aS# ∝ P2

L, which agrees with our coincidence
measurements shown in Fig. 4(a). Note, however, that
spontaneously generated coincidences also exhibit a
quadratic power dependence. In this case, Stokes and
anti-Stokes processes are independent, that is, P"SjaS# !
P"S#, and hence Pacc"S; aS# ! P"S#P"aS# ∝ P2

L. Contrary
to the SaS process, spontaneous coincidences are inde-
pendent of time delay Δt. Thus the total coincidence
rate alone gives no information about the degree of cor-
relation. We must account for accidental coincidences
as well.

At high pump powers (PL > 150 mW), we observe the
onset of a cubic term in the coincidence rate. Here the
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Fig. 2. (a) Experimental setup. A 0.5-NA objective (L1) fo-
cuses 785-nm linearly polarized light (shown in green) on a
50-μm-thick diamond sample. The scattered light is collected
with a 0.9-NA air objective (L2). A notch filter blocks the exci-
tation light. The light is sent either to a spectrometer and CCD
(using a flip mirror FM) or to a pair of avalanche photodiodes
(APD) in free space. A dichroic beamsplitter (DBS) separates
the S (red) and aS (blue) signals, sending them to separate
APDs. Bandpass filters BP1 and BP2 block all remaining light
except at the S and aS wavelengths, respectively. A TCSPC sys-
tem creates histograms of relative arrival times between S and
aS photons. (b) Dependence of Stokes signal (red circles) and
anti-Stokes signal (blue triangles) on average excitation power
measured in the forward direction. The data points are the area
of Gaussian fits to the spectral lines, normalized by the integra-
tion time. The Stokes signal is linear with laser power, whereas
the anti-Stokes signal shows a linear power dependence for low
laser powers and quadratic dependence for high laser powers.
The aS data and fit have been multiplied by a factor of 5 to show
it on the same scale as the S data. The gray lines are the linear
(dotted) and quadratic (dashed) parts of the aS fit.
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Fig. 3. (a) A typical coincidence histogram. Count rates for
this experiment were 4.2 kHz for Stokes and 200 Hz for anti-
Stokes. The average incident power was 8.6 mW. (b),(c), and
(d) show the contributions to the peak at Δt ! 0. Red (blue)
arrows indicate Stokes (anti-Stokes) photons, and the wavy
black lines are phonons. The gray circles show which photons
are detected and thereby contribute to the measured coinciden-
ces. (b) True coincidences, corresponding to the process from
Fig. 1(b). (c) Accidental coincidences from spontaneous aS.
(d) Accidental coincidences from generatingmultiple S photons
per pulse. (e) and (f) show the accidental coincidences between
different pulses, taking the peak at Δt ! 13 ns as an example.
(e) A S photon is generated in one pulse, and an aS photon is
generated spontaneously in the pulse immediately following.
Since the S and aS photons are separated by one pulse, the
TCSPC bins this accidental coincidence into the peak near
Δt ! 13 ns. (f) Accidental coincidences due to the generation
of a S photon in one pulse and a Stokes-induced aS photon in
the subsequent pulse.
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Take Home 1: Optical antennas … 

•  Modulate LDOS on sub-λ length scale 
•  Can boost decay rates of quantum emitters 
•  Can direct the emission of quantum emitters 
•  Rely on resonances in the polarizability of their constituents 
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The polarizability of strong dipolar scatterers … 

•  has to take radiation effects into account 
•  depends on position within photonic system 



Take Home 2: The local density of optical 
states (LDOS) …  

•  Is the imaginary part of the Green function (besides constants)  
 
•  Governs light-matter interaction, e.g. 

–  Determines the decay rate (enhancement) of quantum emitters 
–  Determines the linewidth of dipolar scatterers 
–  … 
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